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Abstract

Decision making in forestry is very complex and requires consideration of trade-offs among
economic, environmental, and social criteria. Different multi-criteria decision analysis
(MCDA) methods have been developed for structuring and exploring the decision-making
process of such problems. Although MCDA methods are often used for forest management
problems, they are rarely used for forest operation problems. This indicates that scholars and
practitioners working with forest operations are either unaware of MCDA methods, or see no
benefit in using these methods. Therefore, the prime objective of this review was to make
MCDA methods more intelligible (compared with current level of understanding) to novice
users within the field of forest operations. For that purpose, basic ideas as well as the strengths
and limitations of selected MCDA methods are presented. The second objective was to review
applications of MCDA methods in forest operations. The review showed that MCDA applica-
tions are suitable for forest operation problems on all three planning levels — strategic, tactical,
and operational — but with least use on the operational level. This is attributed to: 1) limited
availability of temporally relevant and correct data, 2) lack of time (execution of MCDA
methods is time consuming), and 3) many operational planning problems are solved with
regards to an economic criterion, with other criteria serving more as frames. However, with
increased importance of environmental and social aspects, incorporating MCDA methods into
the decision-making process on the operational planning horizon (e.g., by developing MCDA-
based guidelines for forestry work) is essential.
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1. Introduction

The complexity of forestry decision making is as-
sociated with dimensions and categories, which range
from: long term (strategic) to short term (operational)
on a temporal scale, stand level to national level in a
spatial scale, and individual to group decision making
in a stakeholder scale (Segura et al. 2014). Previously,
forestry decision making was often performed by a
single, empowered decision maker (forest owner or
forest officer) and, thus, the decision-making process
was less complex than present-day processes. How-
ever, after the UN Conference on the Environment and
Development in Rio (UNCED 1992), public participa-
tion through involvement of different groups of stake-

holders gained relevance and wide acceptance (Mendoza
and Martins 2006). In addition, forestry decision mak-
ing is a very complex issue that requires consideration
of trade-offs among economic (e.g., timber, forage,
livestock, hunting), environmental (e.g., soil erosion,
carbon sequestration, biodiversity conservation), and
social criteria (e.g., recreational activities, level of em-
ployment, population settlement) (Diaz-Balteiro and
Romero 2008). Another issue is that various stakehold-
ers participating in the decision-making process can
have different or opposite priorities, objectives, and
goals, which may lead to conflicts.

The complexity of decision problems in forestry is

ever increasing. Correspondingly, the difficulty faced
by decision-makers in searching a solution that considers
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all criteria, examines tradeoffs, reduces conflicts, in an
optimizing framework (Ananda and Herath 2009),
without the help of decision support systems (DSS)
has also increased. Segura et al. (2014) classified DSS
for forest management problems into six groups: mul-
tiple criteria decision analysis (MCDA), optimization,
simulation, economic models, statistical methods, and
information systems. Usually, these groups are com-
bined in DSS in a way such that simulations, informa-
tion systems, statistical models and/or economic mod-
els provide input data for MCDA or optimization. For
example, geographic information systems (GIS) and
strengths, weaknesses, opportunities, and threats
(SWOT analysis, economic model) are often used in
conjunction with MCDA methods. Similarly, life cycle
assessment (LCA) can be used to assess the environ-
mental pillar in sustainability analysis, while MCDA
covers more pillars (e.g., economic and social) and can
be used to compare alternatives from a product to a
policy level (Cinelli et al. 2014). Segura et al. (2014)
reviewed 120 forest management problems; MCDA
was used in 31%, while optimization appeared in 59%
of the papers; the total number of operational prob-
lems (29) was less than the number of tactical (39) and
strategic (52) forest management problems. Moreover,
MCDA methods were more often used in strategic
problems than in tactical and operational problems,
but almost the opposite was true for forest manage-
ment decisions concerned primarily with environ-
mental questions. For example, for a total of 179 forest
management problems with biodiversity objectives,
MCDA, MCDA combined with voting methods, and
optimization methods were applied in 41.9%, 52.7%,
and 20.5% of the research papers, respectively (Ezquerro
et al. 2016).

The trend of increasing MCDA application will
most likely continue as today’s forestry decision prob-
lems (with multiple criteria, functions, and stakehold-
ers (typically) with conflicting interests) call for highly
flexible and versatile DSS, which require tools comple-
mentary to simulation and optimization tools (Kangas
and Kangas 2005). Belton and Stewart (2002) and
Mendoza and Martins (2006) described several inher-
ent properties that render MCDA appealing and prac-
tically useful for decision making in forestry, namely
MCDA:

= explicitly considers multiple, conflicting criteria

= helps to structure the management problem

= provides a model that can serve as a basis of
discussion

= offers a process that leads to rational, justifiable,
and explainable decisions
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= can deal with mixed sets of data (quantitative
and qualitative) including expert opinions

= is conveniently structured to enable a collabora-
tive planning and decision-making environ-
ment

= provides a participatory environment that ac-
commodates the involvement and participation
of multiple experts and stakeholders (Mendoza
and Prabhu 2003).

Overall, the framework of MCDA is supposed to
aid in decision making and aims to integrate objective
measurement with value judgment. By doing this ex-
plicitly, the inbound subjectivity of decision making
can be managed in a more clear and precise way (than
that achieved without MCDA applications). MCDA is
intended for complex decisions and aims to aid in the
decision-making process by providing decision-mak-
ers with tools for improved knowledge about their
decisions. This means that the content will change
only modestly, but the understanding of the process
will increase, and their priority will be clarified. There-
fore, at the time of decision making, the decision-mak-
er will know more about the issue (than previously)
but must still make one or several decision(s) (Belton
and Stewart 2002). These useful properties of MCDA
have recently been recognized by scholars and re-
searchers worldwide. Indeed, whereas only a handful
of scientific papers within the environmental field
mentioned MCDA methods in the early 1990s, several
hundreds of papers using MCDA methods were pub-
lished annually in the late 2000s (Huang et al. 2011).
In fact, in the last four decades, MCDA has been an
efficient and often used approach for solving forest
resource management problems (Ananda and Herath
2009) for both individual and group (participatory)
context (Nordstrom et al. 2010, Acosta and Corral
2017).

However, some scholars have highlighted the
weaknesses of applying MCDA in forestry. According
to Kangas et al. (2006), MCDA methods are sometimes
too complex, demand significant amounts of data,
consist of excessive number questions to be answered
by decision makers, and are usually time consuming.
Decision makers may, therefore, struggle in under-
standing the principles underlying the ranking of
various options, i.e., the method can seem like a
»black-box« and this can lead to distrust (Gregory
2002). According to those authors, voting methods can
be a credible alternative in forest decision making. Se-
gura et al. (2014), as in the case of this paper, included
voting methods in the MCDA group, since they are
used more frequently than MCDA.
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Although MCDA methods are often used for forest
management problems, they are rarely used for forest
operation problems. Therefore, the prime objective of
this paper was to present and elucidate MCDA meth-
ods (together with Multi-criteria approval and Delphi
voting methods) to novice users within the field of
forest operations. For that purpose, basic ideas as well
as the strengths and limitations of selected MCDA
methods are presented. The second objective was to
review existing applications of MCDA methods in for-
est operations.

2. General definition of time perspectives
in forestry

Decision problems related to forestry are often di-
vided into strategical, tactical, and operational time
levels (Carlsson et al. 2006, Borges et al. 2013, Segura
et al. 2014). However, the definitions of these three
perspectives vary in the literature (Church 2007, Epstein
et al. 2007, Gunn 2007). Moreover, the time perspec-
tives may differ widely within an organization, as
strategic planning may be performed on a 100 year-
horizon for some organizational units and on a 10
year-horizon for others. Comparisons between such
time perspectives must, therefore, account for these
potential differences. Nevertheless, the focus within
the planning perspectives is connected to the aim of
the planning processes and could, hence, be consid-
ered common to most organizations and branches.
Therefore, in this paper the perspectives have been
defined as follows:

Strategic planning focuses on producing policies
and organizational goals, as well as helping the orga-
nization to function and make decisions that are favor-
able to the organization. This level can and should
include all parts of the organization and may include
re-definition of these parts through financial adjust-
ment. The perspective has no upper time limit, but
border on the tactical planning stage at the lower end.

In the Tactical planning stage, implementation of the
strategic plan for the upcoming period (e.g., on a year-
ly basis) is considered. The strategic plan is enacted,
using the resources required for accordance with the
strategic plan. The tactical planning stage follows the
strategic planning stage in the upper time end and
precedes the operational planning in the lower end.

The Operational planning stage is aimed at executing
the tasks defined in the tactical plan. Hence, planning
on the operational level focuses on the use of the avail-
able resources.
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The selected definition is expected to capture (at a
resolution suitable for the objective of this paper) the
nature of the planning and its dependence on the time
perspective. A proper definition is considered crucial,
as the suitability of MCDA methods and their applica-
tions may vary with the time perspective.

3. Forest operations and associated
problems

Forest operation problems have been described in
many ways. This paper focuses on forest operations, in
general, with a broad view of the area. Thus, Sundberg’s
(1988, 110 p.) description of forest operations frames
the area in focus rather well: »...the interaction of la-
bour and machines with the forest. It involves an un-
derstanding of the relationships between labour, tech-
nology, the forest resource, forest industries, people
and the environment«.

Forest operation problems may be categorized in
many ways (Epstein et al. 2007, D’ Amours et al. 2008,
Ronnqvist et al. 2015). We have divided forest opera-
tions into five categories, depending on the type of
operation and the influence of the time perspective.
Categories 1-2 focus on cultivation, 3 on procurement
till roadside and 4-5 on transportation issues from
roadside to industry.

= regeneration (site preparation, establishment of
a new stand)

= pre-commercial thinning, i.e., harvesting with-
out extraction of trees

= harvesting and extraction, i.e., harvesting with
extraction and procurement of trees

= access to forest stands (e.g., road construction
and maintenance)

= logistics.

The categories cover both methods and technology
and are subsequently divided into the time perspec-
tives (see the following paragraphs). The categories
cover only some issues related to forest operations but
serve as a basis for further interpretation of MCDA
application to the field. A comparison of the categories
on the basis of time perspectives yields clear patterns.
The strategic planning stage typically includes the long-
term plans necessary for the prolonged time perspec-
tives (e.g., choice of silvicultural regimes and harvest-
ing methods, such as whole-stem or cut-to-length, and
suitable technology for implementation of these meth-
ods). Tactical planning typically includes investment in
the technology necessary to execute the subsequent
operational plans, and planning of specific actions
(e.g., number of machines, in varied sizes, for meeting
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the strategic plan requirements). Operational planning
consists of measures required for the execution of ac-
tions. For the sake of the MCDA review, the opera-
tional planning stage is divided into three levels:

= scheduling of resources to planned actions (e.g.,
identifying machines that should be used for
planned stands)

= detailed planning of actions (e.g., pre-planning
of the trees that should be harvested, where to
drive the machines in the stand, and adjustment
of the scheduling plan)

= on-site and real-time planning in direct connec-
tion to the execution, which might include ad-
justments of pre-made plans or the execution of
work according to routines (e.g., operator
chooses the trees for thinning, how to buck
stems, and how to prevent rutting).

4. MCDA

4.1 General MCDA methodology

Multi-Criteria Decision Analysis (MCDA) is de-
scribed by Belton and Stewart (2002) »as an umbrella
term to describe a collection of formal approaches,
which seek to take explicit account of multiple criteria
in helping individuals or groups explore decisions that
matter«. In other words, MCDA handles the process
of making decisions in the presence of multiple, usu-
ally conflicting, criteria. The methodology of MCDA
can be classified into four basic phases:

= structuring the decision problem

= assessing the possible impact of each alternative

= determining the preferences (values) of deci-
sion-makers

= evaluating and comparing the alternatives
(Raiffa 1968, Keeney 1982, Belton and Stewart
2002, Nordstrom 2010).

In the first phase, identifying decision makers and
defining the criteria and alternatives of the decision-
making problem are essential. This phase is essential
for the quality of the decision-making process, because
poor structuring of a decision-making problem will
probably lead to poor decisions, irrespective of the
MCDA method employed. Therefore, in this paper,
the first phase (where the type of decision-making
problem is identified as either an individual or a group
problem) is described in more detail than the other
phases. Most decisions, whether personal or organi-
zational, may involve multiple stakeholders, i.e., those
affected by a decision and those tasked with imple-
menting this decision (Belton and Stewart 2010). Iden-
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tifying stakeholders and selecting those who will be
involved in the process as decision makers (DMs) are
therefore necessary. In group decision making, the
weights of DMs reflect their expertise and/or impor-
tance and must be defined. Should the vote of all DMs
be considered equally important, and if not — how
should they differ? Several methods, ranging from the
decisions of one DM, the entire group or mathematical
methods may be used to establish DM weights. In the
first case, weights are defined by a specific DM (i.e., a
supra decision-maker with supreme expertise or au-
thority) who is given the power to decide the level of
influence of the other DMs. Finding a supra decision-
maker, who is accepted by everyone, can be difficult
(Ishizaka and Nemery 2013). In contrast, the entire
group can be involved in allocated DM weights, in
what is referred to as a participatory approach. In that
approach, each DM evaluates all other group mem-
bers (including him- or herself) using pairwise com-
parisons (Ramanathan and Ganesh 1994) or by choos-
ing a value between a lower and an upper limit
(Lootsma 1997). This implies that the DM can tacitly
judge the weights of certain members of the group to
form a decisional coalition (Van Den Honer 2001).
Other approaches, which are more mathematical than
this approach, can be used to define the weight be-
tween DMs. For example, weights can be obtained on
the basis of the: demonstrated individual consistencies
of each DM (Chiclana et al. 2007, Cho and Cho 2008,
Srdjevic et al. 2011), agreement between individual
decisions made by a DM and the group decision
(group consistencies) (Regan et al. 2006, Yue 2012, Ju
and Wang 2013, Blagojevic et al. 2016), or on the basis
of past performance of DMs (Cooke 1991).

Afterward, a decision hierarchy must be struc-
tured, where the goal or overall objective (statement
of what DM(s) wants to achieve via the decision), cri-
teria, sub-criteria (if any), and alternatives should be
defined (Keeney, 1992). This is usually done by previ-
ously selected DMs (from above) with the help of a
decision analyst. An alternative approach, although
rarely applied, is to have one person with supreme
expertise or authority who will define all content of
the decision hierarchy. Selected criteria should fulfill
several requirements; they should be essential, con-
trollable, complete, measurable, operational, decom-
posable, independent, concise, and understandable
(for more details see: Keeney 1992, Kangas et al. 2015).
Hence, finding qualified DMs may be difficult and,
therefore, the selected criteria may correspond to those
easily managed by the analyst. Some criteria that DMs
are interested in may be omitted due to lack of data or
models, but a laissez-faire attitude to criteria selection
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can influence the decision process. For example, if cri-
teria were non-independent, they would yield an
over-evaluated weight in the decision (Ishizaka and
Nemery 2013). Moreover, exploring and including all
relevant decision alternatives in the analysis, espe-
cially when the decision space is represented by a con-
tinuous rather than discrete (i.e., unlimited vs. limited)
set of alternatives, may be difficult. Lack of alternatives
that perform at a satisfactory level on all criteria may
create dissatisfaction and conflict among DMs, result-
ing in a need for further alternatives (Belton and Stew-
art 2010). Several methods, such as Strategic Options
Development and Analysis (SODA) (Eden and
Ackermann 2001), Soft Systems Methodology (SSM)
(Checkland 2001), Strategic Choice Approach (SCA)
(Friend 2001), Robustness Analysis (Rosenhead 2001),
and Drama Theory (Bennett et al. 2001), can be used
for problem structuring; a thorough description of
these methods is beyond the scope of this paper. How-
ever, in this phase, DMs may be susceptible to many
cognitive and motivational biases (Montibeller and
von Winterfeldt 2015) that can be avoided, with the
help of a decision analyst. For example, criteria with
many sub-criteria tend to receive higher weights than
criteria with few sub-criteria (Morton and Fasolo
2009), and desirability bias may lead to the exclusion of
alternatives that compete with the preferred one.

In the second phase, performance data of alterna-
tives with respect to all selected criteria must be ob-
tained. This data can be quantitative — e.g., measured,
calculated, estimated, simulated with a model - or
qualitative (descriptive). Similarly, in the third phase,
the importance (i.e., weights) of criteria must be de-
fined. This definition can be made via several quantita-
tive (statistical) methods, for e.g., the Entropy Method
(Shannon and Weaver 1947, Srdjevic et al. 2004) or the
Criteria Importance Through Inter-criteria Correlation
(CRITIC) (Diakoulaki et al. 1995) method. Such meth-
ods are less frequently used than other methods, since
they are blind to problem reality, i.e., weights are al-
located based on the observed level of variation with-
in each criterion (rather than on problem-related val-
ues). A common way to define criteria weights is to
elicit preference values from decision makers. The
preferences are subjective judgments (made by the
decision maker), which can be expressed as cardinal
values (e.g., the weight of criterion jis 0.300) or ordinal
values (criterion j is ranked as second most important).
They can be expressed either directly or in a pairwise
manner. In group decision making, the criteria weights
will be the sum of the weight preferences associated
with each DM’s criteria adjusted for the DM’s indi-
vidual weight within the group (established in the first
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phase). In the fourth and final phase, alternatives will
be evaluated and compared using the selected MCDA
method. The last two phases, which differ between the
methods, are described in detail below.

4.2 MCDA methods

MCDA methods have been classified in several
ways depending on the perspective and purpose of
classification (Hajkowicz et al. 2000, Nordstrom 2010).
The classification in this paper is based on the way the
preferences are modeled (Belton and Stewart 2002),
where all MCDA methods are divided into three dif-
ferent categories:

= goal, aspiration or reference level methods

= outranking methods

= value measurement methods.

Goal aspiration or reference level methods rely on es-
tablishing desirable or satisfactory levels of achieve-
ment for each criterion (Linkov et al. 2004). All criteria
should be quantitative, as these methods are aimed at
minimizing the distance between a certain point and
the actual achievement for each of several criteria un-
der consideration (Romero et al. 1998). Methods from
this group allow trade-off between criteria and are,
therefore, compensatory. They are especially well-
suited for problems with continuous or many alterna-
tives and are non-demanding for DMs, who must only
define weights of criteria and desired criteria level.
Goal Programming (GP) (Charnes and Cooper 1961),
Compromise Programming (CP) (Zeleny 1982), and
Technique for Order Preference by Similarity to an
Ideal Solution (TOPSIS) (Hwang and Yoon 1981)
methods represent three of the most widely used goal,
aspiration or reference level methods. GP, which is
used to handle multiple conflicting objectives, is an
extension of Linear Programming (LP). In LP, an ob-
jective function is optimized (maximized or mini-
mized) within the feasible region defined by the rigid
LP constraints. These constraints can (indirectly) be
more important than the objective, thereby leading to
infeasibility problems (Kangas et al. 2015). In GP, this
issue is resolved by considering an objective that is
composed of several goals with hard and soft con-
straints. A goal with a soft constraint has a threshold
that is an ideal point, which can be exceeded as solu-
tions greater than this point are feasible even if they
are undesirable (Ishizaka and Nemery 2013). Although
there are various types of GP (Diaz-Balteiro et al.
2016), this continuous method is aimed at identifying
an optimal solution from an infinite number of alterna-
tives and can, hence, be very useful for generating al-
ternatives. In contrast, CP and TOPSIS represent dis-
crete MCDA methods aimed at selecting a solution
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from a finite number of alternatives. CP ranks alterna-
tives according to their closeness to the ideal point
(Zeleny 1982). The best alternative is the one occurring
at the least distance from an ideal point in the set of
efficient solutions. Similarly, in the TOPSIS method,
the preferred alternative lies closest to the »ideal« solu-
tion, and farthest from the »negative-ideal« solution.

Outranking methods (or French school) are based on
the pairwise comparison of alternatives along each
selected criterion and the extent to which the prefer-
ence for one alternative over the other can be asserted
(Linkov et al. 2004). For each criterion, the preference
function translates the difference between the two al-
ternatives into a preference degree ranging from zero
to one (Behzadian 2010). Outranking methods are non-
compensatory and, hence, criteria weights are inter-
preted as votes given to different criteria (rather than
as importance, as in compensatory methods). The
weights can be obtained, for example, by assigning
scores from 1 (least important) to 7 (most important)
to the criteria (Hokkanen and Salminen 1997). How-
ever, the weights can also be obtained from pairwise
comparisons, as in the AHP method (Kangas et al.
2015). Preference functions and threshold values must
be selected and defined, respectively, for Outranking
methods, which are therefore more demanding for
DMs than Goal Aspiration methods. Furthermore, in
outranking methods, complete ranking of alternatives
is only achieved in some cases.

The PROMETHEE family (Brans et al. 1986) of out-
ranking methods includes the PROMETHEE I and the
PROMETHEE Il methods for partial ranking and com-
plete ranking, respectively, of the alternatives. Brans
et al. (1986) proposed several criteria functions for
measuring the difference between two alternatives as-
sociated with any criterion. For these measurements,
decision maker(s) must select the type of criterion
function and define the corresponding indifference
and preference thresholds. Two alternatives are con-
sidered indifferent for a criterion if the difference be-
tween these alternatives is lower than the indifference
threshold. A strict preference is revealed if the differ-
ence exceeds the preference threshold (Pohekar and
Ramachandran 2004). Subsequently, positive and
negative preference flows for each alternative are cal-
culated using previously obtained outranking de-
grees. The positive flow quantifies the global prefer-
ence for a given alternative compared with all the
other alternatives, while the negative flow quantifies
the global preference for a given alternative by all the
other alternatives. In PROMETHEE I, if one alternative
is better than another with respect to both negative
and positive flow, then this alternative is determined
to be better overall. If one alternative is deemed better

Multi-Criteria Decision Analysis (MCDA) in Forest Operations — an Introductional ... (191-205)

according to positive flow and another is considered
better with respect to negative flow, these two alterna-
tives are interpreted as incomparable. In PROMETH-
EE 1II, the net flow is used and, hence, complete rank-
ing of the alternatives is achieved (Hokkanen and
Salminen 1997, Kangas et al. 2015).

The ELECTRE methods (Roy 1968) are similar to
the PROMETHEE methods, in the sense that ELEC-
TRE III uses both an indifference threshold and a pref-
erence threshold. However, a veto threshold, which is
used to eliminate alternatives that perform excessive-
ly bad in any criteria, is also employed. Therefore,
ELECTRE 1III can be considered a non-compensatory
method (Rogers and Bruen 1998), where a bad score
of any alternative with respect to one criterion cannot
be compensated with good scores in other criteria.
Nevertheless, given similar thresholds, and a suffi-
ciently high veto threshold in ELECTRE III, these two
methods (PROMETHEE II and ELECTRE) have pro-
duced identical results (Salminen et al. 1998). As previ-
ously mentioned, ELECTRE are non-compensatory
methods and are, therefore, applicable to decision-
making problems focused on environmental sustain-
ability (Cinelli et al. 2014).

A third category, Value Measurement methods, may
also be referred to as a full aggregation approach (or
American school) (Ishizaka and Nemery 2013). This
category consists of diverse methods, such as Multi-
Attribute Utility Theory (MAUT), Simple Additive
Weighting (SAW), Simple Multi-Attribute Rating
Technique (SMART), Analytic Hierarchy Process
(AHP), and Analytic Network Process (ANP). Multi-
Criteria Approval (MA) and Delphi methods are con-
sidered more voting than MCDA methods but are also
described here. Although these methods are based on
diverse philosophies, most (except for MA) are com-
pensatory, thereby allowing complete rankings of al-
ternatives. Some of these methods (MAUT, AHP,
ANP) are very demanding and time consuming for
DMs, whereas others (AHP, SMART, MA, Delphi) are
user friendly, more easily understandable, and likely
to be used in group decision making.

In MAUT (Keeney and Raiffa 1976), the underlying
assumption is that the decision maker’s preferences
for each criterion can be represented by a function,
referred to as the sub-utility function. This sub-
function(s) is usually unknown at the beginning of the
decision process and, hence, must be constructed by
the DM(s) (Ishizaka and Nemery 2013). Using utility
sub-functions, diverse criteria (such as costs, risks,
benefits, stakeholder values) are transformed into one
common dimension-less scale (utility/value) (Linkov
et al. 2004). These sub-utility functions are then ag-
gregated to describe the overall utility of the alterna-
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tives. The relations between the weights of different
criteria describe the trade-offs between the criteria
(Kangas et al. 2015). The overall utility of each alterna-
tive is calculated by summing the products of the sub-
utilities multiplied with the corresponding weights of
the criteria. The SAW (Hwang and Yoon 1981) method,
where the scores of alternatives with respect to the
criteria are normalized to values of 0-1 rather than
forming a utility function, is basically the simplest case
of MAUT. In the SMART method (Edwards 1977), cri-
teria and alternatives are both evaluated with a direct
rating, on a scale ranging from 0 (alternative has no
merit according to the given criterion) to 100 (ideal
alternative). This rating incorporates all the criteria on
the same units and, therefore, allows aggregation of
all partial scores into a single score. For this aggrega-
tion, the weights of the decision criteria are also ac-
quired on the 0 to 100 scale (Ishizaka and Siraj 2018).
Once all the partial scores and criteria weights are
obtained, the overall score for each alternative is cal-
culated using the weighted sum.

The AHP (Saaty 1980) method enables decomposi-
tion of a complex decision problem into a hierarchy,
where the goal is at the top level, while criteria and
alternatives occupy the lower levels. This method de-
termines the preferences among a set of alternatives
by employing pairwise comparisons of the elements
comprising the hierarchy at all levels. Using Saaty’s
importance scale, the elements at a given level of the
hierarchy are compared with the elements at a high-
er level (Table 1).

Table 1 Saaty's importance scale

Definition Importance
Equal importance 1
Weak dominance 3
Strong dominance 5
Demonstrated dominance 7
Absolute dominance 9
Intermediate values (2,4,6,8)

Numerical values that are equivalent to linguistic
values are placed in appropriate comparison matrices.
The local priorities of the criteria and the alterna-
tives are then calculated using one of the existing
prioritization methods. In addition, the consistency of
the decision maker judgments is calculated for each
comparison matrix. Subsequently, the synthesis is
performed by:
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= multiplying the criteria-specific priority vector
of the alternatives with the corresponding crite-
rion weight

= appraising the results to obtain the final com-
posite alternative priorities with respect to the
goal. The highest value of the priority vector
indicates the best-ranked alternative.

As previously mentioned, in AHP (as with the
aforementioned MCDA methods), independent crite-
ria must be employed. However, ANP provides a gen-
eral framework for dealing with decisions without
making assumptions about the independence of:

= higher-level elements from lower level elements

= elements within a level as in AHP hierarchy
(Saaty 2004).

Decision elements in ANP are evaluated using
pairwise comparisons (using the Saaty scale) and local
priorities of compared elements are computed as in
the original AHP. In contrast to AHP, ANP employs
non-linear hierarchy consisting of a (non-linear) net-
work of clusters (for example, cluster of criteria, clus-
ter of alternatives), nodes (elements in a cluster), and
dependencies (arcs) (Kadoic et al. 2017). Intra-cluster
correlation of elements and inter-cluster correlation
constitute dependency and outer dependency (or
feedback), respectively. The computed local priorities
are placed in a so-called supermatrix calculation that
handles interactions among the network of criteria
and decision alternatives. The main weaknesses of the
ANP are related to the complexity of the method, du-
ration of implementation, and uncertainty in making
judgments, especially those on the cluster level (Kadoic
et al. 2017). However, according to Saaty (2004), ANP
is more objective than AHP and will provide a truer
representation of real-world scenarios.

In the MA (Fraser and Hauge 1998), criteria are
ranked according to their importance, and then ap-
proval limits or thresholds are defined for each crite-
rion (Laukkanen et al. 2004). The threshold is usually
defined as the average evaluation of the alternatives
with respect to the criterion considered, although oth-
er threshold values can be used. For example, in maxi-
mization problems, each alternative is approved with
respect to each criterion, if the criterion value is above
average, and disapproved otherwise (Kangas et al.
2006). Five classes of voting result are possible, namely:
unanimous, majority, ordinally dominant, deadlocked,
and indeterminate. The voting result is unanimous if
only one alternative has been approved with respect to
all criteria. The majority result occurs when one alter-
native has been approved with respect to the majority
of the most important criteria. If one alternative has
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been deemed superior based on the order of the criteria
and the dichotomous preferences, the result is ordi-
nally dominant (for more details see Fraser and Hauge
1998). The result is deadlocked if two or more alterna-
tives are approved and disapproved with respect to the
same criteria and, hence, determination of a single su-
perior alternative is impossible. Similarly, if one alter-
native is approved with respect to the most important
criterion, but another is approved with respect to more
criteria, the voting result is indeterminate. In that case,
further preference information is needed (Fraser and
Hauge 1998, Kangas et al. 2006).

The Delphi method (Dalkey and Helmer 1963) is
used to obtain consensus from a group of experts
(Okoli and Pawlowski 2004) and is primarily used in
situations where expert judgments are required. The
answers from the experts are gathered via two or more
rounds of questionnaires and group feedback is ob-
tained between the rounds. The process is stopped
when the stop condition (usually the number of
rounds or consensus) is achieved. A key advantage of
the Delphi method is that direct confrontation with the
experts is avoided. Correspondingly, these experts are
encouraged to revise their previous answers in light
of the replies of other group members. A detailed de-
scription of methodology (e.g., guidelines for data col-
lection, data analysis, reporting of results) is provided
elsewhere (Schmidt 1997).

Fundamental and practical descriptions of MCDA
methods are provided by Belton and Stewart (2002),
Ishizaka and Nemery (2013), and Kangas et al. (2015).
Ishizaka and Nemery (2013) have provided examples
of the software available for all MCDA methods,
which may be of interest to new users.

5. MCDA in forest operations — literature
review

Scientific peer-reviewed papers with MCDA meth-
ods applied to forest operation problems were found
through a literature search. Most of the literature was
found in previous reviews (Diaz-Balteiro and Romero
2008, Segura et al. 2014, Ezquerro et al. 2016), as well
as in the Web of Knowledge and Google Scholar data-
bases or as a result of the snowballing approach also
applied. Considering only papers published in Eng-
lish (regardless of publication year) yielded 23 papers
about MCDA in forest operations. Several aspects of
these papers, such as time perspectives as well as the
type of problems, criteria, and MCDA methods em-
ployed, were analyzed (Table 2). The selection of a
timber harvesting system was a common type of prob-
lem, and the choice of MCDA methods, as solutions,
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aided in decision situations with conflicting objectives
(where gut feeling would have otherwise sufficed).
The harvesting and extraction category were clearly
dominant, probably owing to the large amount of re-
sources used and the value created by these activities.

From the data presented in Table 2, all three types
of sustainability criteria (economic, environmental, and
social) were addressed in 15 of 23 (65%) of the papers.
AHP (most used MCDA method), MAUT, ANP, MA,
and PROMETHEE were employed in 52% (i.e., 12),
22%, 13%, 13%, and 9% of the studies, respectively.

As Table 2 shows, group decision making occurs
frequently in studies (i.e., in 16 (70%) of the papers)
focused on forest operation applications of MCDA.
Geographically, most of the studies (65%) were ap-
plied in Europe (Table 2), and considering time per-
spectives, six, fifteen, and nine papers addressed op-
erational, tactical, and strategic issues, respectively.
Some of the papers contained two perspectives and
have thereby been counted twice. Practitioners in col-
laboration with researchers have found MCDA appli-
cations suitable for forest operation issues in all three
planning levels, but the operational level was associ-
ated with the fewest papers. Indeed, within the opera-
tional time perspective, most papers addressed the
longest time horizon (L1), whereas no paper addressed
the on-site and real-time decision process in direct
connection to the execution (i.e., L3) stage.

6. Discussion

6.1 Is there a »best« MCDA method that
can be used?

Different authors have tried to answer this question
from a theoretical perspective (Guitouni et al. 1998, Roy
and Stowinski 2013) and in relation to particular ap-
plication areas (Cinelli et al. 2014, Mulliner et al. 2016,
Diaz-Balteiro et al. 2017). Selection of an appropriate
MCDA method for a given problem is itself an MCDA
problem and, hence, this selection creates a meta-prob-
lem, which is difficult to resolve (Triantaphyllou 2000,
Mulliner et al. 2016). Guitouni et al. (1998) and Roy and
Stowinski (2013) proposed questions that may help an
analyst choose a MCDA method well-adapted to the
decision context. We agree with Ishizaka and Nemery
(2013) that this approach is intended for experienced
researchers and may be too complex for forest practi-
tioners. Practitioners should still be familiar with at least
basic properties of different MCDA methods.

Methods such as SAW, SMART, AHP, and MA are
simple to use and, more importantly, easier to under-
stand than other methods, which are more mathemat-
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ically complex. In addition, SAW requires minimal
input parameters from decision makers. Conversely,
in MAUT, ELECTRE, and ANP, DMs must define
more input data (including utility functions, prefer-
ence functions, indifference, preference, veto thresh-
olds, pairwise comparisons), which is complicated
and time consuming. The use of simple methods pre-
vents the concealment of value judgments and pro-
motes trust in the method, which is very important,
especially in group decision making (Howard 1991).
However, SAW (for example) assumes linearity of
preferences, which may differ from the decision mak-
er’s preferences, and is therefore unrefined (Ishizaka
and Nemery 2013). For example, can we assume that
a forest company profit of $2M is twice as good as a
profit of $1M?

Diaz-Balteiro et al. (2017) stated that characteristics,
such as number of criteria and DMs, of the problem
under consideration are crucial for the selection of a
method. For example, the MAUT method may be suit-
able if the aim is to solve a problem with a small num-
ber of criteria and a few well-prepared DMs. Converse-
ly, more pragmatic methods (compared with MAUT),
such as AHP or Outranking methods, should be con-
sidered if there are many criteria and a set of DMs with-
out any specific training in decision analysis (Diaz-
Balteiro et al. 2017). Similarly, AHP, SMART, MA or
Delphi are (compared with other methods) better
suited for group decision making, as they are user
friendly and more easily understandable. These com-
parisons suggest that non-complex methods should be
employed for large non-expert groups. As previously
explained, for problems where complete ranking of
alternatives is required, outranking methods should be
avoided in favor of methods with a compensatory na-
ture. In addition, ANP should be used for decision-
making problems involving dependent criteria.

There is no a »golden« MCDA method that suits all
types of forest operations problems. Therefore, a gen-
eral recommendation to practitioners is to concentrate
on the selection of criteria and definition of alternatives,
which will be essential for the outcome from all meth-
ods. If all relevant criteria and alternatives are included,
with reliable data, then the output of most MCDA
methods will yield substantial reduction in the risk of
making decisions that lead to undesired outcomes.

6.2 Can MCDA methods be further used at
operational levels?

The literature review indicates that a few publica-
tions have addressed MCDA application in forest op-
erations. The MCDA methods used were similar to
those employed in similar fields. A review of studies
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within the environmental field revealed that AHP,
MAUT, PROMETHEE, ELECTRE, and TOPSIS were
used in 48%, 16%, 8%, 5%, and 2% of the studies, re-
spectively. The remaining papers were reviews and
combinations of several MCDA methods (Huang et al.
2011). Diaz-Balteiro and Romero (2008) reported sim-
ilar ranking for MCDA applications to forestry prob-
lems in the last 30 years, with AHP (22%), MAUT
(17%), and GP (17%) representing the most common-
ly used methods. Hence, AHP is the dominant MCDA
method for problems associated with environmental,
forest management, and forest operation decisions.
This is attributed to the fact that AHP is understand-
able and user-friendly, easy to use in group settings,
and has the ability to combine qualitative and quanti-
tative data in an effective manner.

Few publications address MCDA application in
forest operations, which indicates that most of the for-
est scholars and practitioners working with forest op-
erations have limited knowledge about MCDA meth-
ods. This paper can help fill the knowledge gap
regarding these methods. However, scholars and prac-
titioners may be aware of MCDA, but simply avoid
using these methods. For example, a survey of infor-
mation technology (IT) companies (Bernroider and
Schmollerl 2013) reported that 71.9% of those compa-
nies were aware of MCDA methods, but only 33.3%
used these methods (Ishizaka and Siraj 2018). There
are no similar data for forestry, but the results may be
similar. In general, the use of MCDA methods may be
limited by several factors (Davis 1989, Venkatesh and
Bala 2008, Giannoulis and Ishizaka 2010, Ishizaka and
Nemery 2013, Ishizaka and Siraj 2018), including:

= practitioners lack a clear perception of the add-
ed value (perceived usefulness)

= non-experts struggle with understanding the
MCDA methods

= different MCDA methods may result in differ-
ent solutions for the same problem, which adds
to the confusion about which method to choose
for a particular type of problem (Ishizaka and
Siraj 2018).

MCDA can be subject to several behavioral and
procedural biases (Montibeller and von Winterfeldt
2015), which can occur in all phases of the decision-
making process, leading to incorrect recommenda-
tions (Marttunen et al. 2018).

The review also reveals that MCDA methods are
less often used to address applications on the opera-
tional level, especially on the levels close to the execu-
tion of a decision (L2 and L3), than on other levels. This
may be attributed to several factors. First, operational
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problems (in general) and everyday type problems,
which are solved through routines and rules of thumb,
occur more frequently than strategic problems (i.e., the
one-off type, which are perceived as more complex).
These strategic problems represent the »classical«
MCDA problem setting. Second, on the operational
level the need for concrete, precise, and updated data,
is greater than on the strategic and tactical levels. For
example, consider the selection of the most appropri-
ate route for forestry machines in the terrain. Detailed
and up-to-date data on factors related to soil damage
(e.g., soil type, moisture content, slope, streams, daily
precipitation data) are required if one of the criteria is
aimed at minimizing soil damage. In contrast, descrip-
tive or qualitative data (which can be less precise than
quantitative data) is sometimes sufficient for the stra-
tegiclevel. Third, scholars may be more motivated and
interested to write papers, which consider strategic
and tactical problems as they might be perceived as
bigger and more important issues (than other issues).
Fourth, structuring a MCDA problem is a complex
task (see Section 4), which requires certain method-
ological knowledge. The MCDA applications are,
however, case-specific, and conditions may differ sub-
stantially on the operational level, possibly preventing
the transfer of results from such case studies into gen-
eral practice (Erler 2017). Fifth, many operational plan-
ning issues, such as planning of logging operations,
are solved with one key criterion (economic) and the
rest of the criteria serve more as frames. Therefore, the
problem may be seen more as a profit-optimization
problem (with environmental and social constraints)
than a MCDA problem.

Conformation to the ongoing transformation of
forestry (environmental and social aspects have be-
come increasingly important) requires further devel-
opment and incorporation of MCDA methods into
decision-making on the operational planning horizon
of forest operations. For example, one possible future
direction could be to develop and use general MCDA
models for certain types of forest operation problems.
Erler (2017) described a general DSS for the selection
of harvesting system with characteristics that can be
transferred to local conditions. This DSS lacks the pre-
cision and detail required to fit the diverse conditions
in normal forestry. However, this DSS can be consid-
ered a compromise solution between a complex DSS,
which requires practitioners with high MCDA skills,
and decision making through routines and rules of
thumb. Moreover, with potential technological inno-
vation (i.e., capture of Big data) in timber harvesting
(see Lindroos et al. 2017), relevant and correct data
would be expected. The use of MCDA, even for real-
time operational problems, may then be required.

B. Blagojevic et al.

Furthermore, the addition of other criteria and ap-
plication of MCDA yield a rather cumbersome process
of structuring the decision problem, assessing the pos-
sible impact of each alternative, determining the pref-
erences of DMs, and evaluating and comparing alter-
natives. Performing this process is, therefore, easier at
lower operational levels (L1), where the decisions are
further away from execution, than at higher opera-
tional levels. Indeed, there is no possibility for an op-
erator to implement a full MCDA method for each
decision of which tree to harvest and which to leave
in thinning. However, the operator would benefit
from a DSS in the form of a work-methodology that
has been developed with MCDA methods. The opera-
tor would then assess the alternatives and determine
the decisions required under certain well-defined con-
ditions, without having to execute the MCDA meth-
ods. This is similar to well-established concepts, such
as eco-driving, where fuel consumption, costs, and/or
travel time are combined and a DSS is presented to
drivers in the form of behavioral guidelines (Barkenbus
2010). Therefore, we see a future need for incorporat-
ing MCDA into forest operations on operational level
L3 (i.e., real-time planning immediately preceding
execution via MCDA incorporation in the develop-
ment of new work methods). Future guidelines for
conducting forest work should benefit from the use of
MCDA, which would provide operators with rules
that incorporate possibly conflicting goals related to
economic, environmental, and social factors. The chal-
lenge will be to develop rules that are accepted by the
operators. The acceptance of (new) rules and the cor-
responding behavioral change are often difficult to
achieve (e.g., Barkenbus 2010), irrespective of the
methods used to develop those rules. With MCDA, the
rule-development process will be rather transparent
and may in fact facilitate acceptance, if the work is
performed with appropriate criteria and weights, as
well as engagement of suitable DM.
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